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- How large are the variables?
- How often do we execute the second loop?
- Maximal "size" of $x_{2}$ times
- Existing tools usually fail with non-linear arithmetic.
- Can compute non-linear size and time bounds for prs loops.
- Approach is complete for a large class of programs.
- Size bound computations are implemented in the automatic complexity analysis tool KoAT
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- All eigenvalues $\lambda$ are unit: $|\lambda| \leq 1$
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$$
\begin{aligned}
\mathrm{cl}_{x_{3}}^{n}= & \frac{1}{2} \cdot \alpha \cdot(-\mathrm{i})^{n}+\frac{1}{2} \cdot \bar{\alpha} \cdot \mathrm{i}^{n} \\
& \frac{1}{2} \cdot|\alpha| \cdot(|-\mathrm{i}|)^{n}+\frac{1}{2} \cdot|\bar{\alpha}| \cdot|\mathrm{i}|^{n}=|\alpha| \\
& |\alpha|=4 \cdot x_{3}+2 \cdot x_{4}
\end{aligned}
$$

- How to handle algebraic $\overline{\mathbb{Q}} \backslash \mathbb{Q}$ numbers? Take absolute value!
- When do we have polynomial size bounds?
- All eigenvalues $\lambda$ are unit: $|\lambda| \leq 1$
- When are (polynomial) time bounds computable?
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## Periodic Rational Solvable Loops
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```
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- $A_{i} \in \mathbb{Z}^{\left|\mathcal{S}_{i}\right| \times\left|\mathcal{S}_{i}\right|}$ integer matrix
- $p_{i} \in \mathbb{Z}\left[\bigcup_{j<i} S_{j}\right]^{\left|\mathcal{S}_{i}\right|}$ polynomials
- Variable value depends at most linearly on its previous value.
- Prevent super-exponential growth: $\mathrm{x} \leftarrow \mathrm{x}^{2}$ (so the value is $x^{\left(2^{n}\right)}$ )
- Non-linear dependencies only of variables from blocks with lower indices
- Solve recurrence to obtain closed form.
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- (Polynomial) time bounds are computable for all terminating prs loops.
- chain (unroll) loops accordingly to their period $\rightsquigarrow$ integer eigenvalues

$$
\begin{aligned}
& \text { while }\left(x_{1}>0\right) \text { do } \\
& \qquad\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right] \leftarrow\left[\begin{array}{cccc}
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0 & 1 & 0 & 0 \\
0 & 0 & 3 & 2 \\
0 & 0 & -5 & -3
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x_{4}
\end{array}\right]+\left[\begin{array}{c}
-1 \\
x_{1}^{2} \\
0 \\
0
\end{array}\right] \\
& \text { end }
\end{aligned}
$$
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- -i has period 2 as $(-i)^{2}=-1 \in \mathbb{Q}$
$\Rightarrow$ chain loop once
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- (Polynomial) time bounds are computable for all terminating prs loops.
- chain (unroll) loops accordingly to their period $\rightsquigarrow$ integer eigenvalues

$$
\begin{aligned}
& \text { while }\left(x_{1}>0\right) \text { do } \\
& \qquad\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right] \leftarrow\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 3 & 2 \\
0 & 0 & -5 & -3
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]+\left[\begin{array}{c}
-1 \\
x_{1}^{2} \\
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0
\end{array}\right] \\
& \text { end }
\end{aligned}
$$

```
while ( }\mp@subsup{\textrm{x}}{1}{}>0\mathrm{ ) do
    [ (\begin{array}{l}{\mp@subsup{x}{1}{}}\\{\mp@subsup{x}{2}{}}\\{\mp@subsup{x}{3}{}}\\{\mp@subsup{x}{4}{}}\end{array}]\leftarrow[[\begin{array}{cccc}{1}&{0}&{0}&{0}\\{0}&{1}&{0}&{0}\\{0}&{0}&{-1}&{0}\\{0}&{0}&{0}&{-1}\end{array}][\begin{array}{l}{\mp@subsup{x}{1}{}}\\{\mp@subsup{x}{2}{}}\\{\mp@subsup{x}{3}{}}\\{\mp@subsup{x}{4}{}}\end{array}]+[\begin{array}{c}{[\begin{array}{c}{-2}\\{\mp@subsup{x}{1}{2}+(\mp@subsup{x}{1}{}-1\mp@subsup{)}{}{2}}\\{0}\\{0}\end{array}]}\end{array}]
end
```


## Completeness: PRS Loops

- (Polynomial) time bounds are computable for all terminating prs loops.
- chain (unroll) loops accordingly to their period $\rightsquigarrow$ integer eigenvalues

$$
\begin{aligned}
& \text { while }\left(x_{1}>0\right) \text { do } \\
& \qquad\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
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0 & 0 & -5 & -3
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x_{1} \\
x_{2} \\
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-1 \\
x_{1}^{2} \\
0 \\
0
\end{array}\right] \\
& \text { end }
\end{aligned}
$$

```
while ( }\mp@subsup{x}{1}{}>0\mathrm{ ) do
```

    \(\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3} \\ x_{4}\end{array}\right] \leftarrow\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1\end{array}\right]\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3} \\ x_{4}\end{array}\right]+\left[\begin{array}{c}-2 \\ x_{1}^{2}+\left(x_{1}-1\right)^{2} \\ 0 \\ 0\end{array}\right]\)
    end

- 1 has period 1
- i has period 2 as $\mathrm{i}^{2}=-1 \in \mathbb{Q}$
- -i has period 2 as $(-i)^{2}=-1 \in \mathbb{Q}$
$\Rightarrow$ chain loop once
- Prove termination for chained loops [SAS '20]
- co-NP-complete for linear arithmetic
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$$
\begin{aligned}
& \text { while }\left(x_{1}>0\right) \text { do } \\
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x_{2} \\
x_{3} \\
x_{4}
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0 & 0 & 3 & 2 \\
0 & 0 & -5 & -3
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0
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$$
\text { while }\left(x_{1}>0\right) \text { do }
$$
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\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right] \leftarrow\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]+\left[\begin{array}{c}
-2 \\
x_{1}^{2}+\left(x_{1}-1\right)^{2} \\
0 \\
0
\end{array}\right]
$$

end

- 1 has period 1
- i has period 2 as $\mathrm{i}^{2}=-1 \in \mathbb{Q}$
- -i has period 2 as $(-\mathrm{i})^{2}=-1 \in \mathbb{Q}$
$\Rightarrow$ chain loop once
- Prove termination for chained loops [SAS '20]
- co-NP-complete for linear arithmetic
- Find time bounds for terminating chained loops [LPAR '20]
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- (Polynomial) time bounds are computable for all terminating prs loops.
- chain (unroll) loops accordingly to their period $\rightsquigarrow$ integer eigenvalues

$$
\begin{aligned}
& \text { while }\left(x_{1}>0\right) \text { do } \\
& \qquad\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right] \leftarrow\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 3 & 2 \\
0 & 0 & -5 & -3
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]+\left[\begin{array}{c}
-1 \\
x_{1}^{2} \\
0 \\
0
\end{array}\right] \\
& \text { end }
\end{aligned}
$$

```
while ( }\mp@subsup{x}{1}{}>0\mathrm{ ) do
```
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    end

- 1 has period 1
- i has period 2 as $\mathrm{i}^{2}=-1 \in \mathbb{Q}$
- -i has period 2 as $(-i)^{2}=-1 \in \mathbb{Q}$
$\Rightarrow$ chain loop once
- Prove termination for chained loops [SAS '20]
- co-NP-complete for linear arithmetic
- Find time bounds for terminating chained loops [LPAR '20]
- Derive time bound for original loops
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## Completeness: PRS Loops
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- Polynomial time bounds are computable for all terminating prs loops. [LPAR '20]
- Size bounds are computable for all terminating prs loops.
- Polynomial size bounds are computable for all unit prs loops.
- unit: for all eigenvalues $\lambda \in \overline{\mathbb{Q}}$ we have $|\lambda| \leq 1$

$$
\begin{aligned}
& \text { while }\left(x_{1}>0\right) \text { do } \\
& \qquad\left[\begin{array}{l}
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x_{2} \\
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0 \\
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## Size Complexity of Integer Programs

Goal: Infer size and time bounds for "real-world" programs
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- Polynomial size and time bounds are computable if all loops are terminating unit prs loops.
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